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Abstract

Deepfake technology has emerged as a significant concern in the digital

era, with its ability to create highly realistic yet fabricated audio and

video content. This paper provides an in-depth analysis of the

development, mechanisms, applications, challenges, potential societal

and legal impacts of  deepfake technology. Through the examination

of existing literature and case studies, this legal review aims to offer

insights into the current state of  deepfake technology and its implications

for various sectors, including politics, cybersecurity, entertainment, and

privacy. Furthermore, this paper explores the ethical considerations

surrounding the use of  deepfake technology and proposes potential

mitigation strategies to address its adverse effects.

I Introduction

BOOM OF technological advancement can be seen in this 21st Century. Technological

advancement treated as a measure of progress and development. But these

technological advancement are like two sided sword which acts in both positive and

negative format. Use of  technology with minimising its negative impact is always a

great concern in the society. This goal can only be achieved when one has those

controlling tools and techniques by which technology may be used only for the

betterment of  society.

In recent years, advancements in artificial intelligence (AI) and machine learning

techniques have facilitated the creation of sophisticated digital manipulations known

as deepfakes. Deepfakes refer to AI-generated synthetic media, typically audio or

video that convincingly depicts individuals saying or doing things they never actually

did. Deepfakes have become increasingly accurate because of the adoption of a

technology known as Generative Adversarial Networks (GAN), which combines two

AI algorithms. One algorithm creates the fake content, while the other scores the

system’s efforts and helps it become better. The proliferation of  deepfake technology

has raised concerns about its potential misuse for malicious purposes, including

spreading misinformation, manipulating public opinion, and compromising personal

and national security. ‘Deepfake’ term was first coined by an anonymous Reddit
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user, who called himself   ‘Deepfake’.1 To generate and share pornographic videos,

this user altered Google’s deep-learning, open-source technology.2

Deepfake technology has enthralled and terrified professionals and lay people alike

in past few years. Deepfakes are artificial intelligence (AI) and deep learning algorithms-

based, remarkably lifelike films or images that have been altered.3 They have drawn

notice due of their entertainment appeal, but they also raise serious moral and security

deepfake technology creates serious threat to personal data and right to privacy of

individuals. Its implications are also against the fundamental right to life and dignity

indirectly.

Concern over deepfakes being used to commit tech-enabled online gendered violence

has grown. According to a 2019 Deeptrace AI study 96-98 percent of deepfake

videos on the internet contain pornographic content.4 As per the data of  this survey

the subjects of 99 percent of realistic-looking pornography are women.5 Among the

countries most vulnerable to deepfake explicit content, India comes in at number six,

which make it more considerable issue. It is seen in the past few years that deepfake

technology is used for getting political mileage. India being the largest democracy of

the world, use of  deepfake technology may also be misused to create fake pictures

and videos of  their opponents for gaining advantages in the elections.

Not only in India but all over the world deepfake technology is creating annoyance.

Recently, Argentina’s presidential elections served as a test bed for deepfake politics.

Javier Milei, the front-runner, was presented as a cuddly lion, while Sergio Massa, the

challenger, was portrayed as a Chinese communist commander. After cybercriminals

gained access to a Ukrainian television channel in May of last year, a deepfake video

featuring Ukrainian President Volodymyr Zelenskyy pleading with his people to lay

down their arms went viral.6

McAfee’s research conducted in April 2023, involving over 7,000 adults globally,

aimed to comprehend the awareness and firsthand encounters with AI voice scams.

The study spanned across the United States, United Kingdom., France, Germany,

India, Australia, and Japan. Additionally, McAfee Labs’ security researchers delved

1 Physics Wallah, “What is Deepfake Technology?- Its Types, Impacts, and Security Counter

Measures”, available at: https://pwonlyias.com ( last visited on Feb. 19, 2024).

2 Ibid.

3 Albert Stec, “An Introduction to Deepfakes”, available at: https://www.baeldung.com (last

visited on Feb. 16, 2024).

4 Aaratrika Bhaumik, “Regulating Deepfakes and Generative AI in India”, The Hindu on Dec. 4,

2023, available at: https://www.thehindu.com/news/national/regulating-deepfakes-

generative-ai-in-india-explained/article67591640.ece (last visited on Feb. 24, 2024).
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into an extensive analysis of AI-cloning tools to assess their prevalence in these

scams and explore avenues for consumer protection enhancement. The statistics

reveal that globally, a significant portion of  adults have encountered AI voice scams,

with India reporting the highest incidence at 47%, followed by the United States at

32%, and the United Kingdom at 24%. These findings underscore the importance of

increasing education and awareness to combat this growing threat.7

Development and mechanisms of deepfake technology

Deepfake technology relies on deep learning algorithms, particularly Generative

Adversarial Networks (GANs) or Machine Learning (ML) to create realistic digital

forgeries. These algorithms analyze and synthesize large datasets of  images and videos

to generate highly convincing counterfeit content. Initially popularized for creating

fake celebrity pornography, deepfake technology has since evolved to produce more

sophisticated and diverse manipulations, including political propaganda, celebrity

impersonations, and fraudulent activities. An impersonation created through

manipulation of  one’s own personal information, such as a face, body, voice, speech,

environment, or other feature, might be considered deepfake imagery.8

Applications of deepfake technology

Deepfake technology has diverse applications across various sectors, including

entertainment, journalism, advertising, and cyber security. While it offers creative

possibilities for filmmaking, digital art, and entertainment, it also presents significant

challenges in verifying the authenticity of media content. In the realm of cyber

security, deepfakes pose serious threats to individual privacy, corporate reputation,

and national security, as malicious actors can exploit them for identity theft, fraud,

and disinformation campaigns. Through using deepfake technology in 2018 a video

was purportedly uploaded on internet showing the former United States president

Barack Obama verbally assaulting Donald Trump.9

Challenges and ethical considerations

The widespread proliferation of  deepfake technology poses several challenges and

ethical considerations. These include the erosion of  trust in digital media, the

amplification of  misinformation and propaganda, the manipulation of  public discourse,

and the potential for harm to individuals’ reputations and privacy. Moreover, the

7 McAfee Cybersecurity Artificial Intelligence Report-2023, “Beware the Artificial Impostor”,

available at: https://www.mcafee.com/content/dam/consumer/en-us/resources/

cybersecurity/artificial-intelligence/rp-beware-the-artificial-impostor-report.pdf (last visited

on Mar. 25, 2024).

8 Deepfakes and Breach of  Personal Data- A Bigger Picture, available at: https://www.livelaw.in/

law-firms/law-firm-articles-/deepfakes-personal-data. (last visited on Feb. 20, 2024).

9 Supra note 1.
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democratization of deepfake tools and the lack of effective regulation exacerbate

these concerns, highlighting the urgent need for ethical guidelines and regulatory

frameworks to govern the responsible use of synthetic media.

Societal and legal implications of deepfake technology

The societal implications of  deepfake technology are far-reaching, multifaceted and

complex. In addition to exacerbating existing challenges in media literacy and trust,

deepfakes have the potential to disrupt democratic processes, undermine public

discourse, and destabilize social cohesion. Some key considerations include:

Misinformation and disinformation: Deepfakes can be used to create convincing fake

videos or audio recordings of  public figures, leading to the spread of  false information

and manipulation of public opinion.

Erosion of  trust: Deepfakes can undermine trust in media, institutions, and even

interpersonal relationships, as distinguishing between real and fake content becomes

increasingly difficult.

Legal and ethical challenges:  There are significant legal and ethical considerations

surrounding the creation and distribution of deepfakes, including issues of consent,

defamation, and intellectual property rights.

Impact on journalism and forensics: Deepfakes pose challenges for journalists and forensic

experts, who must now be vigilant in verifying the authenticity of media content.

Cybersecurity risks: As deepfake technology evolves, there is a risk of  it being weaponized

for cyber attacks, including impersonating individuals for financial gain or accessing

sensitive information.

National security threat: Deepfakes are a tool that hostile nation-states can use to instill

confusion, spread instability, and jeopardize public safety in their target nations.

Technology has the potential to erode confidence in governments and diplomatic

efforts. Addressing these implications requires a combination of  technological solutions,

policy interventions, and increased media literacy to mitigate the negative effects of

deepfake technology on society. Addressing these implications requires a

multidisciplinary approach involving collaboration between policymakers, technologists,

educators, and civil society to develop effective mitigation strategies, enhance digital

literacy, and promote responsible media consumption.

Deepfake technology and data- protection

Deepfake technology presents significant challenges to data protection and privacy.

With the ability to create highly realistic videos or audio recordings of individuals

saying or doing things they never actually did, deepfakes can be used to manipulate
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public opinion, spread misinformation, or even blackmail individuals. This poses a

threat to individuals’ rights to privacy and control over their personal information.

From a data protection perspective, deepfakes raise concerns about consent and the

misuse of personal data. In many cases, deepfake videos or audio recordings are

created using images or recordings of individuals without their consent, violating

their privacy rights. Additionally, the spread of  deepfakes can lead to the dissemination

of  false information, which can have serious consequences for individuals and society

as a whole.

To address these challenges, policymakers and technology companies need to work

together to develop strategies for detecting and mitigating the impact of deepfake

technology. This may involve implementing stricter regulations around the creation

and dissemination of deepfakes, as well as investing in technologies that can help

identify and combat them. Additionally, promoting media literacy and critical thinking

skills can help individuals better navigate the digital landscape and discern fact from

fiction. Overall, addressing the threats posed by deepfake technology requires a multi-

faceted approach that prioritizes both technological solutions and education.

II Deepfake technology and cyber crimes

While deepfake technology has various potential positive applications, such as in

entertainment and filmmaking, it also presents significant risks, particularly in the

realm of  cybercrime. Cybercriminals can misuse deepfake technology in several ways,

including:

Fraud and scams: Deepfakes can be used to create convincing impersonations

of individuals, such as CEOs or government officials, to deceive others into

believing false information or to manipulate financial transactions.

Blackmail and extortion: Deepfakes can be used to create compromising

videos or images of individuals, which can then be used for blackmail or

extortion purposes.

Political manipulation: Deepfakes can be used to spread misinformation or

to manipulate public opinion by creating fake videos of political figures making

controversial statements or engaging in unethical behavior.

Identity theft: Deepfakes can be used to steal someone’s identity by creating

realistic videos or images of them engaging in criminal activities, damaging

their reputation, or committing acts of violence.

Privacy violations: Existing privacy regulations face new and significant

challenges from deepfake technology, which can produce incredibly convincing,

manipulated movies and audio. Deepfakes present special issues due of  their

advanced technological manipulations and the shortcomings of the existing
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10 Ibid.

11 Manipulating reality: the intersection of  deepfakes and the law, Available at : https://

www.reuters.com (last visited on Feb. 21, 2024).

legal frameworks to handle them. Deepfakes can violate individuals’ privacy by

creating fake videos or images of them in compromising or intimate situations

without their consent.

Gender inequality: Deepfake technology has the potential to worsen gender

inequality by promoting negative objectification, stereotyping, and exploitation.

It can be used, for example, to fabricate non-consensual pornography, control

political discourse, or defame people in official settings, all of  which serve to

perpetuate gender biases and power disparities. Deepfakes can further worsen

public mistrust of the media and cast doubt on the veracity of original

information, which makes it more difficult to combat gender-based

discrimination and advance gender equality.10 Thus, it’s imperative to create

laws, policies, and awareness efforts to lessen the harm that deepfake technology

causes to gender equality.

Obscenity and pornographic content: Deepfakes used to create explicit

content without consenting subjects are directly governed by laws prohibiting

non-consensual pornography. The anonymous nature of  online content

distribution and jurisdictional concerns, however, can make it more difficult to

enforce these rules.11 To address the risks associated with deepfake technology,

there is a need for increased awareness, technological advancements in detecting

and mitigating deepfakes, and the implementation of appropriate legal and

regulatory measures to prevent their misuse. Additionally, individuals should

exercise caution when consuming media online and be skeptical of content that

appears suspicious or too good to be true.

Jurisdictional issues arise when the perpetrator and victim reside in different regions,

complicating legal proceedings. Moreover, the anonymous nature of  online distribution

makes it difficult to identify and hold accountable those responsible for creating and

disseminating deepfake content. This underscores the importance of international

cooperation and robust legal frameworks to address such violations effectively.

III Global mechanism to combat deepfake technology/artificial

intelligence

At the world level, combating deepfake technology typically involves a combination

of legal mechanisms, technological solutions, and international cooperation. Here are

some key global initiatives that are commonly employed to combat deepfake

technology-
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12 Deepfake Laws : Is AI Outpacing Legislation?, Available at :  https://onfido.com/blog/deepfake-

law/( last visited on Feb. 19, 2024).

13 Ibid.

14 Ibid.

15 Ibid.

Deepfake technology and United States: Federal laws in the (US) do not currently

forbid the sharing or production of deepfake photographs, but there is a rising

movement to change this. The bipartisan Deepfake Task Force Act was introduced in

the United States to support the Department of Homeland Security (DHS) in

combating deepfake technology. ‘The No Artificial Intelligence Fake Replicas And

Unauthorized Duplications (No AI FRAUD) Act’ was presented by legislators in

January 2024.12 A federal framework to safeguard people against artificial intelligence

(AI)-generated fakes and forgeries is established by the bill, which prohibits the

unauthorised creation of “digital depictions” of any anyone, living or deceased. This

would apply to both their speech and look.

Additional proposed laws consist of:

(i) ‘The Senate’s Nurture Originals, Foster Art, and Keep Entertainment Safe (NO

FAKES) Act,’ would protect the voice and visual likeness of  performers.13

(ii) ‘The Disrupt Explicit Forged Images and Non-Consensual Edits (DEFIANCE)

Act’ would allow people to sue over faked pornographic images of  themselves.14

Deepfake laws have previously been enacted in several USA states or are currently

being introduced in others. But depending on the state, the existing laws differ greatly

from one another. This covers the meaning of  deepfakes as well as the kinds of

liabilities they bring with them. In terms of  AI regulation in the US, California is

leading the way. One of  the nation’s first deepfake laws went into effect in 2019 in

California. In addition to making non-consensual deepfake pornography illegal, Senate

Bill No.  602 and Senate Bill No. 730 were produced before the assembly which

forbids the use of AI deepfakes during election campaigns and grant victims the legal

ability to sue individuals who utilize their likenesses in photograph. Texas Senate Bill

No. 751, one of  the nation’s earliest laws banning the production and dissemination

of  films meant to sway or influence elections, was passed by one of  the state’s

legislatures. Producing explicit deepfake films without the consent of  the person

depicted has since been made illegal by the unlawful production or distribution of

certain sexually explicit films law, which was introduced by the Texas deepfake law.

Besides these two states, Florida, Georgia, Hawaii, Illinois, Minnesota, New York,

South Dakota, Tennessee and Virginia also have Legislations to control deepfake

contents.15

Deepfake technology and United Kingdom: ‘The UK Online Safety Act’ which

was passed in 2023,16 prohibit the sharing of digitally altered obscene photographs or
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16 Ibid.

17 Supra note 2.

18 EU AI Act Approved By Member States, available at :https://www.harneys.com (last visited

on Feb. 23, 2024).

19 Deal On The First Rules For AI In The World, available at :https://www.consilium.europa.eu

(last visited on Feb. 21, 2024).

20 Ibid.

21 Supra note 1.

films. But this law has one major limitation that it is only applicable in those situations

where the deepfake content willfully or negligently upset someone. When there is no

evidence of a deliberate attempt to cause pain, the Act does not forbid the development

of pornographic deepfake content and even the distribution of such content. As per

the amendments made in this statue creating any other kind of AI-generated media

without the subject’s permission is not illegal. Only the individuals whose deepfaked

likeness has been exploited for malicious purposes may pursue legal action in these

situations; they may have to depend on complex and challenging-to-prove criminal

statutes, defamation, privacy and harassment, data protection, or intellectual property.

Deepfake technology and European Union: In 2018, the European Union launched

its Code of  Practice to address the dissemination of  false information via the Internet.

Subsequently, the Code of  Practice was modified to address the issue of  deepfake

technology.17This Code of  Practice mandates that social media behemoths such as

Twitter, Meta (Facebook), Google, and others take action against deepfakes and fake

accounts on their networks. On failure to compliance with the Code of  Practice a

fine equivalent to 6% of their yearly worldwide turnover may be imposed.

On February 2, 2024, European Union’ s Artificial Intelligence Act, ( EU AI Act) was

unanimously approved by the council of  European Union ministers.18 This is the

world’s first comprehensive artificial intelligence law. Article 52(3) of  this Act imposes

transparency duties on the developers, attempting to govern the use of deepfakes

without explicitly prohibiting them. In December 2023, negotiators representing the

European Parliament and Council Presidency reached an unexpected agreement on

the EU AI Act.19  In this agreement basically definition, scope, classification of AI

systems on the basis of high-risk and prohibited AI practices were in discussion.20

Deepfake technology and China: China recently put into effect a law requiring

the labeling and source tracing of  deepfake content. To modify someone’s image or

voice, users must obtain permission, and news utilizing deepfake technology can only

be obtained from sources authorized by the government.

Deepfake technology and South Korea: The distribution of deepfakes that could

endanger public interest is prohibited by law in South Korea. Violators face fines of

up to 50 million won (about 43,000 USD) or up to five years in prison.21
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Global summits concerning deepfake technology:  World’ s first AI Safety summit

was held in November, 2023 in Bletchley Park, Milton Keynes, United Kingdom.

Total 28 countries including United States, China and India participated. The agreement

on the need for global action to address AI’s potential risks at the AI Safety Summit

2023 is a significant step forward in ensuring responsible AI development worldwide.

It reflects the recognition of the importance of collaboration and proactive measures

to mitigate AI-related risks. The ‘Bletchley Park Declaration’ reflects an important

recognition of the potential risks associated with intentional misuse and loss of control

over AI technologies, signaling a commitment to addressing these concerns in the

development and deployment of AI.

The adoption of the New Delhi Declaration at the ‘Global Partnership On Artificial

Intelligence’ (GPAI) summit in December 2023 signifies a significant step forward in

advancing safe, secure, and trustworthy artificial intelligence. This commitment from

GPAI members underscores the importance of  collaborative efforts in ensuring the

sustainability of  AI projects while addressing ethical and societal concerns.

IV Preventive misuse of deepfake technology: India’s legal and policy-

based landscape

The legal framework in India pertaining to deepfake technology primarily revolves

around existing laws related to defamation, privacy, cybercrime, and intellectual property

rights. However, specific regulations targeting deepfake technology are still evolving.

Existing laws that addressing the misuse of  internet & technology are following -

Information Technology Act, 2000: The Information Technology Act, 2000, and

its subsequent amendments provide a broad legal framework to address cybercrimes,

including those involving deepfakes. Sections pertaining to cyber fraud, identity theft,

and publishing or transmitting obscene material online can be invoked to penalize

deepfake creators and distributors.

Section 66 E of the IT Act, 2000 pertains to deepfake crimes that entail the

unauthorized capture, publication, or transmission of  an individual’s photographs in

mass media, infringing upon their privacy. Violators under this section may be fined

up to 2 lakh or imprisoned for a maximum period of  three years.

Section 66 D permits the prosecution of  anyone who intentionally use computer

resources or communication devices to deceive or impersonate someone. It can lead

to a fine of up to 1 lakh or a maximum three-year jail sentence.

Section 67, 67A, and 67B of  the Information Technology Act, 2000, deal with various

forms of  prohibited online content, including obscene material, sexually explicit acts,

and depictions of  children in sexually explicit acts. These sections outline offenses

related to publishing, transmitting, or displaying such content electronically and

prescribe punishments for those found guilty.
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The Information Technology (Intermediary Guidelines and Digital Media Ethics

Code) Rules, 2021, issued by the Government of  India, require intermediaries to

remove content impersonating others and artificially morphed images within 36 hours

of receiving a complaint or notice.

Indian Penal Code, 1860 (IPC) : Provisions within the IPC related to defamation,

forgery, impersonation, and fraud can be applied to combat deepfake-related offenses.

Sections such as 499 (defamation), 463 (forgery), and 419 (cheating by personation)

may be relevant in prosecuting individuals involved in creating or disseminating

deepfake content.

Copyright Act, 1957: The Copyright Act provides legal protection to original works

of  authorship, including audio-visual content. Creative works like as music, movies,

and other media are protected by copyright under the Indian Copyright Act 1957.

Those who use copyrighted works without authorization to produce deepfakes may

face legal repercussions from copyright owners. Copyright infringement is punishable

under section 51 of the Copyright Act.

Data Protection Law: , The Digital Personal Data Protection Act, 2023 aims to

provide safeguards against the misuse of personal data in the digital realm, enhancing

privacy and security for individuals.

Government Advisory: In its advisory, dated November 7, 2023, the Ministry of

Electronics and Information Technology, Government of  India, instructed the major

social media intermediaries to:

(i) Enhance measures to combat misinformation and fake news.

(ii) Strengthen mechanisms for identifying and removing unlawful content.

(iii) Ensure compliance with local laws and regulations.

(iv) Implement robust grievance redressal mechanisms for user complaints.

(iv) Cooperate with law enforcement agencies for investigations when necessary.22

Recently on January 9, 2023 media organizations are advised by the Ministry of

Information and Broadcasting to use caution when airing anything that has the potential

to be altered or manipulated. In order to let viewers know that the information has

been changed, the Ministry also suggested identifying manipulated video as manipulated

or modified.

Initiatives taken by the Indian judiciary  :The Indian judiciary is becoming more

aware of  the possible dangers posed by deepfake technology, which can be used to

22 Deepfakes And Breach Of Personal Data – A Bigger Picture, Available at:https://

www.livelaw.in (last visited on Feb. 23, 2024).
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fabricate compelling fraudulent portraits of  people by manipulating audio, video, and

photographs. In the recent case23 the Delhi High Court issued an ex-parte injunction

to prevent sixteen entities from using the likeness, image, or name of the actor, Anil

Kapoor for financial gain or commercial purposes, particularly through AI-generated

deepfakes. This protection safeguards the actor’s individual persona and personal

attributes from misuse. While in another case24 about one year ago Delhi High Court

granted a temporary injunction to prevent the unauthorized use of their personality

rights and personal attributes for commercial purposes. This means that, for the time

being, the court has ordered that such use be stopped until a final decision is reached.

V Challenges and future directions regarding deepfake technology

Despite existing legal provisions, several challenges remain in effectively regulating

deepfake technology in India. These challenges include the rapid evolution of  deepfake

techniques, the difficulty in attributing deepfake creation to specific individuals, and

the transnational nature of  online platforms hosting deepfake content.

Moving forward, policymakers need to collaborate with technology experts, civil

society organizations, and international partners to develop targeted legal and regulatory

frameworks tailored to address the unique challenges posed by deepfake technology.

Moreover, public awareness campaigns and digital literacy initiatives are essential to

educate citizens about the risks associated with deepfakes and empower them to

critically evaluate online content.

By adopting a multi-stakeholder approach and leveraging technological solutions, India

can mitigate the harmful effects of  deepfake technology while upholding fundamental

rights and freedoms in the digital age.

Media literacy enhancement: In order to develop a perceptive public, better media

literacy initiatives are required. The most potent weapon against misinformation and

deepfakes is media literacy among consumers.

Personal accountability: It is the duty of each individual to exercise critical judgment

when consuming material online. Give content a moment of thought before posting

anything on social media. It is crucial to participate in the fight against the “infodemic”

by acting responsibly when using the internet

Implementation of  policies: Collaboratively with civic society, the technology

industry, and legislators, implement policies that have real significance. Deepfakes

that are malevolent should be discouraged from being made and shared by these

restrictions.

23 Anil Kapoor v. Simply Life India (2023) Del 857.

24 Amitabh Bachchan v. Rajat Negi (2022) SCC OnLine Del 4110.
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Social-media platform regulations: Urge social media companies to combat

deepfakes by their actions. Many sites currently have acceptable usage guidelines or

regulations in place for deepfakes. To avoid deepfakes from spreading throughout

their networks, these platforms should take action by implementing dissemination

controls or using alternate promotional strategies like downranking or limited sharing.

Research and development centre: India may want to think about creating a

specialized research and development organization like the Defence Advanced

Research Project Agency (DARPA) established by department of  defence, USA.  The

DARPA has led the way in developing deepfake detection technology in USA.

Technology based solutions:  International organizations and industry consortia

can develop technology standards and best practices for mitigating the risks associated

with deepfake technology, promoting interoperability and accountability among

stakeholders. Easily comprehensible technological methods must be provided to

identify deepfakes, verify media authenticity, and endorse reliable sources.

Proper implementation of intellectual property laws: Existing intellectual property

laws, such as copyright and trademark laws, can be used to address deepfake issues,

especially when deepfakes involve the unauthorized use of  someone’s likeness or

copyrighted material. To improve the environment for the advancement and

application of  this cutting-edge technology, the EU intends to regulate artificial

intelligence (AI) as part of its digital agenda.25

International agreements and treaties: International cooperation is crucial in

combating deepfake threats that transcend national borders. Countries can collaborate

through agreements and treaties to share information, coordinate investigations, and

establish common standards for addressing deepfake-related issues.

Regulatory frameworks: Governments may establish regulatory frameworks

specifically tailored to deepfake technology, outlining permissible uses, imposing

transparency requirements, and mandating safeguards to prevent misuse.

Overall, a multi-faceted approach involving legal, technological, and collaborative

efforts is necessary to effectively combat the challenges posed by deepfake technology

at both national and international level.

Unmasking the Digital Deception: Identifying and Combatting Deepfakes

Identifying discrepancies in color and lighting: To check for inconsistencies in lighting on the

subject’s face and surroundings, ensure that the light source direction and intensity

are consistent across the entire scene. Look for shadows, highlights, and reflections

25 EU AI  Act: first regulation on artificial intelligence, Available at :  https://

www.europarl.europa.eu (last visited on Feb. 23, 2024).
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to determine if  they align properly with the light source’s position.26 Inconsistencies

may appear as unnatural shadows or highlights that don’t match the scene’s lighting

conditions. Additionally, observe the overall brightness and color temperature to identify

any discrepancies in the lighting setup.

Unusual physical characteristics or motion: Keeping an eye out for unnatural body

proportions or movements, especially during physical activities, can help identify

potential issues or injuries early on. It’s important to observe for any signs of  strain,

imbalance, or awkwardness in movements, which could indicate the need for

adjustments or further assessment to prevent injury.

Anomalies in eye movements: Authentic videos typically exhibit smoother eye coordination

alongside speech and actions while in  deepfake videos there is lack of coordination

among eye and other organs of  the body.

Comparison between Audio and Video quality: To compare audio quality, factors like

bitrate, frequency range, dynamic range, and compression method should be considered.

Higher bitrates generally result in better quality, while a wider frequency and dynamic

range allow for more detailed sound reproduction.27 Lossless formats like FLAC

offer superior quality compared to lossy formats like MP3, which sacrifice some

audio data for smaller file sizes. Additionally, the quality of  the playback device and

headphones/speakers also significantly impact perceived audio quality.

Artificial face expressions: To identify exaggerated or unsynchronized facial expressions

that don’t match the video’s context, you can pay attention to inconsistencies between

the emotions being conveyed by the speaker’s words and their facial expressions.

Look for moments where the facial expressions seem overly dramatic or out of sync

with the content being discussed. Additionally, observe if  the facial expressions change

abruptly or unnaturally, which could indicate that they are not genuine reactions to

the content of  the video.28

VI Conclusion

In conclusion, deepfake technology represents a double-edged sword with significant

opportunities and risks. While it offers innovative possibilities for creative expression

and entertainment, it also posses serious threats to privacy, security, and the integrity

of  digital media. As deepfake technology continues to evolve, it is imperative to

address the ethical, societal, and regulatory challenges associated with its proliferation.

By fostering collaboration and dialogue among stakeholders, one can harness the

potential of  synthetic media while mitigating its adverse effects on individuals, society,

and democracy.

26 Supra note 11.

27 Ibid.

28 Ibid.
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In actuality, there are substantial loopholes in the protective laws because common

law torts, criminal statutes, and existing legal frameworks were not designed with the

construction of realistic, real-time digital replicas in mind.

Conventional privacy rules might not adequately address the subtleties of digital

impersonation or offer sufficient remedies. Because of  the worldwide nature of  the

internet, it is more difficult to enforce privacy rights because of the existence of

offenders who are not subject to national laws. It can be difficult to demonstrate in a

court of  law that a recording of  sound or video is a deepfake, especially as technology

advances.

Governments can enact laws specifically targeting deepfake creation, distribution,

and malicious use. These laws may impose penalties for creating or disseminating

deepfakes without consent or for malicious purposes.

 The rise of deepfakes poses significant challenges to the legal system. Courts will

need to adapt by establishing precedents and frameworks to address the authenticity

and admissibility of  audiovisual evidence in light of  this new technology. This could

involve implementing stricter authentication measures or developing specialized

expertise among legal professionals to identify and address deepfake manipulation.


